An Improving Technique of Color Histogram in Segmentation-based Image Retrieval
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Abstract—The distribution of pixel colors in an image generally contains interesting information. Recently, many researchers have analyzed the color attributes of an image and used it as the features of the images for querying [1,2,3]. Color histogram [1,2,3] is one of the most frequently used image features in the field of color-based image retrieval. The color histogram is widely used as an important color feature indicating the contents of the images in content-based image retrieval (CBIR) systems. Specifically, histogram-based algorithms are considered to be effective for color image indexing. Color histogram describes the global distribution of pixels of an image which is insensitive to variations in scale and easy to calculate. However, the high-resolution color histograms are usually high dimension and contain much redundant information which does not relate to the image contents, while the low-resolution histograms can not provide adequate discriminative information for image classification. An image often includes a part of colors but not all, so there will be many accounts of colors are zeros. In order to save space, we shouldn’t need store them. In this paper, a color high-resolution, non-uniform quantized color histogram is proposed and the improving representation about histogram improves too. Major color, major segmentation block, and a new Gray scale co-existing matrix's method are proposed.
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I. INTRODUCTION

In recent years, more and more attention is focused on Content-Based Image Retrieval (CBIR), which is a subproblem of Content Based Retrieval (CBR). The tremendous growth of the numbers and sizes of digital image and video collections on Web is making it necessary to develop power tools for retrieving this unconstrained imagery. In addition, CBIR is also the key technology for improving the interface between user and computer.

Among various low-level features, the color information has been extensively studied because of its invariance with respect to image scaling and orientation. In 1990, a simple and effective color-indexing scheme based on color histograms was proposed by Swain and Ballard. Further, attempts have been made to develop general purpose image retrieval systems based on color feature, such as QBIC system in IBM, Visual Seek system in Columbia University [6]. These systems contribute lots for the research of CBIR.

Content-based image retrieval uses the visual contents of an image such as color, shape, texture, and spatial layout to represent and index the images. But, the color features are absolutely necessary features in image retrieval, especially color histogram which is easy to compute and tolerant against the small changes of the view points, so it is used most widely. With the view to color features importance, we just focus on color features to study.

In this paper, a color high-resolution, non-uniform quantized color histogram is proposed and the improving representation about histogram is proposed too. The new color quantization gets much higher precision and the improving representation about histogram saves space. In order to testify our theory, the query system is finished. In the system, color images and gray images are all queried. The rest of the paper is organized as follows: In Section 2, we introduce the color space and color quantization. The improving of color histogram storage is listed in Section 3. Major color, major segmentation block, a new kind of color quantization and a new Gray scale co-existing matrix's method are proposed in Section 4. In Section 5, we present the experiment and the conclusions.

II. COLOR SPACE AND COLOR QUANTIZATION

Obviously, all image features, color and texture are fundamental characteristics of the contents of all images. Color is also an intuitive feature and color features play more important role in image matching. The models of human perception of color differences are described in the form of color spaces [7]. so the research on color image must be studied in a given color space. RGB, YIQ, YUV, HSV etc. are the most frequently used color spaces.

A. HSV Color Space

The representation of the colors in the RGB space is quite adapted for monitors, but for a human being, this is not a useful definition. To provide a user representation in the user interfaces, programmers prefer the HSL color space or HSV color space [8][9]. The acronym stands for Hue, Saturation, and Luminosity.

HSV color space is the often used one because of its accordance with human visual feature. HSV color space has two distinct characteristics: one is that lightness component is independent of color information of images; the other is that hue and saturation component is correlative with manner
of human visual perception. So programmers would like to transform RGB color space to HSV(HIS) color space in image indexing.

B. Color Quantization

Color quantization is a process that reduces the number of distinct colors used in an image, usually with the intention that the new image should be as visually similar as possible to the original image.

In order to reduce the number of colors in images before color feature extraction, we should convert all our colors into a subset which is called quantization. J.R. Smith[10] designed a quantization scheme to produce 166 colors. Li Guohui designed a non-uniform quantization method to produce 72 colors. Along with the advanced analysis of color features in HSV space, we propose a new dividing method to quantize the color space into $12 \times 4 \times 4$ colors.

From above color ring, we find that each color is not uniform according to the range of hue. For instance, three primaries of red, green and blue occupy more space than other colors, three primaries' ranges are the most widest, secondary colors take second place, other colors ranges are most narrowest. So we adopt non-uniform quantized method.

So it's reasonable to quantize primaries into more colors and quantize secondary colors less colors. According to the reason, we quantize Hue just like this: 

$$
\begin{align*}
1 & \quad s \in [25,45], \\
2 & \quad s \in [45,75], \\
3 & \quad s \in [75,95], \\
4 & \quad s \in [95,145], \\
5 & \quad s \in [145,165], \\
6 & \quad s \in [165,195], \\
7 & \quad s \in [195,215], \\
8 & \quad s \in [215,265], \\
9 & \quad s \in [265,285], \\
10 & \quad s \in [285,315], \\
11 & \quad s \in [315,335], \\
12 & \quad s \in [335,25].
\end{align*}
$$

Except for color component, saturation and value also adopt uniform quantization. But saturation is quantized into four parts, and value is also quantized into four parts, because they have less effect on color.

$$
\begin{align*}
0 & \quad s \in [0,0.25) \\
1 & \quad s \in [0.25,0.5) \\
2 & \quad s \in [0.5,0.75) \\
3 & \quad s \in [0.75,1]
\end{align*}
$$

$$
\begin{align*}
0 & \quad v \in [0,0.25) \\
1 & \quad v \in [0.25,0.5) \\
2 & \quad v \in [0.5,0.75) \\
3 & \quad v \in [0.75,1]
\end{align*}
$$

III. Color Histogram

Color is usually represented by color histogram, color correlogram, color coherence vector, and color moment under a certain color space. The color histogram serves as an effective representation of the color content of an image if the color pattern is unique compared with the rest of the data set. The color histogram is easy to compute and effective in characterizing both the global and local distribution of colors in an image. In addition, it is robust to translation and rotation about the view axis and changes only slowly with the scale, occlusion and viewing angle. So Color histograms are widely used for the Content-Based Image Retrieval.

The high-resolution color histograms cost much storage. In fact, there are some colors which they don't appear in some images. We don't need to store them. In this paper, we propose a method which doesn't store the information about the numbers of the colors are zeros, and give the distance arithmetic between two color histograms.

A. Definition

At first, we quantize the colors in images using above method. And then, we make color histograms;

$$
A(j)=i+H(i) \quad i \in [0, Nc), j \in [0, Nb), H(i) \neq 0
$$

$Nc$ is the number of quantized color. $Nb$ is the number of nonzero of $H(i)$. $i$ is the sequence of the $i$th color. We use $A(j)$ to store those colors histograms which are nonzero. $A(j)$ is a dynamic array.

B. Similarity Calculation

INT(A(j)) is a function which returns integer part of $A(j)$ throwing away the decimal fraction. $A(j)$ in picture P and $A(i)$ expresses $A(i)$ in picture Q. Sim(P,Q) expresses the similarity between image P and image Q. $Ncp$ is the number of nonzero in the color histogram of image P. $Ncq$ is the number of nonzero in the color histogram of image Q.

$$
\text{while}(i<Ncp-1 && j<Ncq)
$$

$$
\begin{align*}
\text{if}(\text{INT}(A(j)) </= \text{INT}(A(i))) 
& \text{Sim}(P,Q) = \text{Sim}(P,Q)+\min(Hp(i),Hq(i)); \\
& i++; \\
& j++; \\
\text{else if}(\text{INT}(A(i)) </= \text{INT}(A(j))) 
& i++; \\
& j++; \\
\end{align*}
$$

IV. Segmentation

In most cases, features are extracted in whole images or in fixed blocks such as [11][12][13]. There are disadvantages in the two cases. Space information is lost at the first case, and the invariance is lost to displacement and rotation.
We regard an image as a graph, every pixel as a vertex. We use edges to describe neighboring vertex's relation. Weights on each edge measure the distance between vertexes. There will be an edge if two neighboring (8-) vertex's color distance is very little, less than parameter k. The distance between two neighboring vertexes is described by L1-distance. However, unlike the classical methods, our technique adaptively adjusts the segmentation criterion based on the degree of variability in neighboring regions of the images.

\[
    w = \frac{w(|y_i - y_j| + |u_i - u_j| + |v_i - v_j|)}{(|y| + |u| + |v|)}
\]

\(w\) is a distance between two vertexes. \(y_i\) means luminancy, \(u_i\) and \(v_i\) means chromatism \((i \in (1,2))\). \(|y|\) means the number of luminancy, \(|u|\) and \(|v|\) means the number of chromatism. \(w_y\), \(w_u\), \(w_v\) are three color channels' weight.

When \(w \leq \frac{1}{M \times N \times O \times k}\), we consider the two vertexes have an edge.

M, N, O describe the color channel's number of quantization rank. k is an adjustable parameter, which is a decimal fraction and whose value varies with texture. k will be bigger if images have more obvious texture, and will be smaller on the other situation.

![Figure 2. The result of segmentation](image)

V. EXPERIMENTS AND RESULTS

In this paper, our purpose is to describe a novel approach for replacing color histogram, so we just focus on color histogram.

We have developed the system using MATLAB 7.3. There are about 1000 images whose sizes are from 140×105,640×480 to 1024×768 in the experiment. There are two group experiments in this system. Figure 4 and figure 6 adopts the conditional color histogram, and figure 5 and figures 7 adopts the new method. From the results, it proves that the new method is robust to translation and rotation, and is more excellent in based on originality, significance, quality and clarity. Certainly, to meet user's different need, we should consider feedback and which will be our further research issues.
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Figure 3. the images retrieving result of traditional color histogram

Figure 4. the images retrieving result of the new method

Figure 5. the color images retrieving result of traditional color histogram

Figure 6. the color images retrieving result of the new method